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P a s t
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Some Key Ideas

1 The use of logic in phonology has ample precedent

2 Model-theoretic analysis of linguistic theories

3 Turning point with logical transductions
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1990s: Declarative Phonology

Bird and Klein 1990, Phonological Events
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1990s: Declarative Phonology

Bird 1995, Computational Phonology: A Constraint-Based Approach
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1990s: Logic in Optimality Theory

• Faithfulness constraints in correspondence theory are
defined essentially using first order logic

McCarthy & Prince, 1995/1999
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1990s: Logic in Optimality Theory

Smolensky 1995; On the Internal Structure of the Constraint Component
Con of UG
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1990s: Logic in Optimality Theory

In the following sections, we show that phonological be-
haviour associated with macro-constraints reveals strik-
ing parallels between constraint co-ordination and fa-
miliar operations of classical propositional logic. We
exploit the analogy with logic extensively in develop-
ing our model, and argue that, just as between argu-
ments in a Boolean expression, the relationship between
co-ordinated constraints is symmetrical in some cases,
asymmetrical in others.

Crowhurst & Hewitt 1997; Boolean Operations and Constraint Interactions
in Optimality Theory
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2000s: Quantification in Structural
Descriptions

Reiss 2003a/b, (see also Towards a Theory of Fundamental Phonological Re-
lations)
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1990s: Model-Theoretic Syntax

The 2017 SIGMOL S.-Y. Kuroda Prize is awarded to James Rogers

(Earlham College). James Rogers’s 1998 book, “A Descriptive Approach

to Language-Theoretic Complexity,” was the first comprehensive work to apply

monadic second-order logic to the analysis of linguistic theories. . . http://molweb.

org/mol/award-2017.html
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2000s: Modal Logic for Constraints

MTP Workshop | 2022/09/22 Heinz & Nelson | 9



2010s: Logical Analysis of SPE and
Government Phonology
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2010s: Logical Analysis of SPE and
Government Phonology

MTP is based on the insight that many attributes of a
theory are reflected in the properties of the weakest lan-
guage one can use to describe it. In model-theoretic ap-
proaches, this description language is some logic chosen
from the array of logics one encounters in mathematics
and computer science.

Graf 2010:1-2
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2010s: Logical Analyses of
Phonotactic/Stress Patterns
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2010s: Logical Analyses of
Phonotactic/Stress Patterns

Course at ESSLI 2014 by Rogers & Heinz
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2010s: Logical Analyses of
Phonotactic/Stress Patterns

2019; Journal of Language Modeling
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2015: UD Seminar on Logical Transductions

ACM Transations on Computational Logic, Vol. 1, No. 4, April 2001, Pages
1-38.
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2015: UD Seminar on Logical Transductions

We realized we could analyze morpho-phonological
transformations

• Using logic

• Using linguistic representations

and that it was sufficiently powerful to capture phenomena like
total reduplication, which hitherto (to us) had been outside of
what we thought was possible with finite-state models.
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2015: UD Seminar on Logical Transductions
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P r e s e n t
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Some Key Ideas

1 Non-string representations

2 Rational vs Regular Relations

3 Quantifier Free Logic and Locality

4 Comparing Different Representations

5 Connections to Connectionism

6 Boolean Monadic Recursive Schemes

7 Algebraic Characterizations

MTP Workshop | 2022/09/22 Heinz & Nelson | 14



Representations

1 Autosegmental structures (Jardine 2016, 2017, Chandlee
and Jardine 2019, Oakden 2020)

2 Syllable structures (Strother-Garcia 2018, 2019)

3 Prosodic structures (Dolatian 2020)

4 Morphological structures (Dolatian 2020)

5 Signed structures (Rawski 2017)

6 Articulatory Phonology structures (Chadwick 2020, Nelson
2022)

7 Features (Strother Garcia et al. 2016, Nelson 2021)
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String-to-String Functions

The established, foundational view (Roark and Sproat 2007)

Rational Relations non-Rational Relations

Affixation Total Reduplication
Truncation
Root and pattern
Umlaut/Ablaut
Partial Reduplication
Phonological Processes
. . .
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String-to-String Functions

In pictures:

Total 

Reduplication
Rational Relations

1NFT
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String-to-String Functions

A more articulated view:

Total 

Reduplication

Deterministic

Non−

contains

contains

1NFT 2NFT

Regular Relations

Strictly Local

Sequential

Rational Functions

Rational Relations

C−Sequential

C−Strictly Local

Deterministic
Regular Functions

(Chandlee 2017, Dolatian and Heinz 2021)
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Quantifier Free Logic

More generally, our main result is that ISL functions
(without null cycles) are quantifier-free logical in-
terpretations over strings with adjacency.

Chandlee & Lindell (June 2021 version), Logical perspectives on strictly local
transformations
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How QF is related to being local

Strother-Garcia 2018, Imdlawn Tashlhiyt Berber Syllabification is Quantifier-
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QF (Local) Transformations

Strother-Garcia 2018, Imdlawn Tashlhiyt Berber Syllabification is Quantifier-
Free
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QF (Local) Transformations

The goal of this paper has been to apply a rigorous, in-
dependently motivated notion of locality to investigate
the notion that ARs “make non-local patterns local.”
The fact that in Table 1 common tone patterns fill out
the logical possibilities of ISL and A-ISL shows that this
statement is not automatically true. In fact, we found
some patterns that look intuitively ‘local’ with ARs but,
under a rigorous definition, are not. This opens up a
rich line of investigation into what definitions of local-
ity allow ARs to “make non-local patterns local,” and
under what conditions these definitions hold.

Chandlee and Jardine 2019, Autosegmental Input Strictly Local Functions
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Prosodic Morpho-phonology

Dolatian 2020: chap. 4, Computational locality of cyclic phonology in Arme-
nian
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Morphology-Phonology Interface

I showed that the brunt of the interface consists of com-
putationally simple or local processes. . . . In fact, by
assuming interactionism and the SETTINGS factor-
ization, nearly the entire interface is QF. Non-locality
is restricted to the generation of tiers, different types
of allomorphy, the need for settings examination for
cophonology selection, and post-cyclic prosody.
. . . The goal of this dissertation was not to make every-
thing in morphology-phonology become computationally
local. Rather the goal is to understand which represen-
tations and analytical choices can create locality or non-
locality.

Dolatian 2020:357, Computational locality of cyclic phonology in Armenian
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Comparing Phonological Representations

This dissertation investigates the computational proper-
ties of syllable-based phenomena using tools from Model
Theory...After introducing the necessary formalisms
from Model Theory...I show that three types of sylla-
ble structure representations from the literature are no-
tationally equivalent, meaning we can ‘translate’ be-
tween them very easily without loss of information.

Strother-Garcia 2019, Using Model Theory in Phonology: A Novel Charac-
terization of Syllable Structure and Syllabification
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Comparing Phonological Representations
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Comparing Phonological Representations

• New definition of bi-interpretability to ensure contrast
preservation across translations

Oakden 2020, Notational Equivalence in Tonal Geometry
Harvey & Visser 2014, When bi-interpretability implies synonymy
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Comparing Phonological Representations

Our results show that ARs and QRs are equivalent with
respect to their expressivity, but there are ways in which
the two representational theories are conceptually dis-
tinct...Our article thus follows in the spirit of Kornai
and Pullum (1990), who formally analyze X-bar theory
in order to distinguish its true novel theoretical contri-
butions from specious differences with context-free gram-
mars...This thus highlights the value to phonological the-
ory of the rigorous model-theoretic analysis of phonolog-
ical structure.

Jardine, Danis, & Iacoponi 2021, A Formal Investigation of Q-Theory in
Comparison to Autosegmental Representations
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Comparing Phonological Representations

Nelson 2022, A Model Theoretic Perspective on Phonological Feature Sys-
tems
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Comparing Phonological Representations

The goal of this paper was not to find the correct feature
system. Rather, the goal was to...better understand what
the differences between each system are... For example,
privative feature systems can be represented most simply
as they minimally require univalent primitives and CPL
logic. In order to describe a full feature system there
needs to be either an increase in logical power (CNPL)
or an increase in representational primitives (bivalent
primitives). A contrastive feature system is the least
flexible in how it can be represented as it requires CPL
and bivalent primitives.

Nelson 2022, A Model Theoretic Perspective on Phonological Feature Sys-
tems
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Connections to Distributed Representations

Rawski 2021:chap. 5: Structure and Learning in Natural Language
Sato 2017, Embedding Tarskian Semantics in Vector Spaces
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Connections to Distributed Representations

Exactly-one B

Rawski 2021:chap. 5: Structure and Learning in Natural Language
Sato 2017, Embedding Tarskian Semantics in Vector Spaces
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Connections to Distributed Representations

Model-theoretic descriptions of relational structures
were embedded in Euclidean vector spaces, and state-
ments in first-order logic over these structures were
compiled into tensor formulas. Semantic evaluation was
given via tensor contraction over tensors implementing
a specific model. This method can easily be extended to
consider other relational structures, and to other logics.

Rawski 2021:chap. 5: Structure and Learning in Natural Language
Sato 2017, Embedding Tarskian Semantics in Vector Spaces
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Boolean Monadic Recursive Schemes

Bhaskar, Chandlee, Jardine & Oakden 2020
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Boolean Monadic Recursive Schemes

2021, Language
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Algebraic Characterizations

These:

• are based on the syntactic monoid of a finite-state machine

• characterize the behaviors of sequential input

• provide a unified way to classify string sets, functions and
relations (including 1-way/2-way and
deterministic/non-deterministic machines),

(Subsequential functions and regular string sets have canonical forms,

but non-subsequential regular relations do not.)

Lambert 2022, Unifying Classification Schemes for Languages and Processes
With Attention to Locality and Relativizations Thereof
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Algebraic Advantages

Lambert 2022:chap. 5, Unifying Classification Schemes for Languages and
Processes With Attention to Locality and Relativizations Thereof
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An Algebraic Hierarchy of Aperiodic
Patterns (Lambert 2022)
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Some subregular classes for sets and functions over sequences, circa 2022
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Highlights

• Total Reduplication is 1, along with affixation.

• ISL functions are Definite functions.

• OSL functions are not an algebraic class (every algebraic
class shown includes some OSL function).

• Spreading is Tier Definite.

• Long-distance Harmony is Tier Reverse Definite.

• Tutrugbu vowel harmony (McCollum et al. 2021) is
Tier-based Locally Testable.

• All the algebraic classes are closed under Boolean
operations and direct product (but not composition)

Lambert 2022:chap. 5, Unifying Classification Schemes for Languages and
Processes With Attention to Locality and Relativizations Thereof
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Relationship between Logic, Finite State
Machines, and Algebra

“No voiceless stop after a nasal”

Logic:

¬∃x, y
[
xC y ∧N(x) ∧ T (y)

]

Finite State:

q0start q1 q2
N

D

T,D N T,D,N

T

Algebra:

· λ T N D TN NT
λ λ T N D TN NT
T T T TN T TN NT
N N NT N D NT NT
D D D N D N NT

TN TN NT TN T NT NT
NT NT NT NT NT NT NT
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F u t u r e
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The Future is Now

• Software tools

• Classes of representations

• Other logical languages

• More interfaces

• Factoring patterns algebraically

• Learning grammars in a variety of scenarios

• Automatic phonological analysis

• Documentation/field work

• . . .
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The End of Time

T h a n k Y o u
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