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» There have been various proposals for the use of
continuous representations within phonological theory.

» Here, I will focus on instances like subfeatural
representations and gradient symbolic representations
which both maintain phonological feature categories but
change from discrete to continuous valuations of said
features.

Lionnet (2017); Smolensky et al. (2014)
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» One reason for pursuing the continuous approach to
phonological features is that it provides a representational
account for exceptional behavior at both the phonemic and
lexical level.

» These types of representational assumptions appear to be
in conflict with the branch of computational phonology
that explores the expressivity of phonological patterns.

» While this type of work can be given a gradient
interpretation, it has been exclusively explored in terms of
output structure and not input structure.

Heinz (2018); Chandlee and Heinz (2017)
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» The consequences of continuous input representations for
this type of work have not yet been explored.

» Here, I show that there may be no conflict at all when
viewing discrete category labels as something like
equivalence classes over a continuous feature space.
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Overview

» [ discuss one way in which continuous phonological feature
representations may be interpreted as discrete feature
values under the purview of model-theoretic phonology.

» This approach assumes a threshold oriented mapping from
continuous feature values to binary feature categories.

» Crucial to this approach is the idea that the threshold need
not be the same for the positive and negative values.

Three types of patterns

The result of this assumption is that three types of patterns are
predicted to emerge: a standard two-way split, a three-way split
with elements that act as both positive and negative valued, and
a three-way split with elements that act as neither positive nor
negative valued.
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Model-Theoretic Phonology
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Model Signatures

A model signature M is a collection of symbols for the
functions, relations, and constants that describe structures.

» This provides the ingredients for formally defining
phonological representations.

» For example, the signature (<, {R, | 0 € X}) gives us two
types of operations.

» The ordering relation < lets us linearly order individual
elements.

» The labeling relations R, allows us to give a label to an
element where the labels are drawn from a finite set .
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An M-structure, A, contains a set called the domain, as well
as denotations.

» The domain is typically an initial sequence of the natural
numbers: {1,2,...}.

» A denotation takes the domain and says which elements of
the domain satisfy which properties.
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An M-structure, A, contains a set called the domain, as well
as denotations.

» Given a set of symbols > = {e,t,k}, the structure for the
word cat is
(D=1{1,2,3});<a={(1,2),(2,3)}; {Re = 2,R; = 3,Rx = 1}).
» We can also display this graphically:
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Logical Languages

A logical language in logic x is defined by combining the
symbols of that logic with a specific model signature S. Today I
will use some variant of predicate (FO) logic.

» The model signature provides the tools to formalize
representations.

» The logic provides a way to do inference over the
representations that are built.
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Determining static properties of a structure

The model-theoretic approach provides a way for identifying
substructures with logic. This is useful when thinking about
static phonotactic or morpheme structure constraints.

» Does structure A contain the substring cad?
> o= 3Ix[a(x) A Jyly <xAc(y)] AIzx <z Ad(2)]]
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Interpretations

An interpretation of structure A in terms of structure B is a
function denoted by a set of n formulas {¢;, ..., ¢,} where n is
equal to the number of functions, relations, and constants in A’s
model signature.

» A formula ¢p(x) := Q(x) denotes that domain element x
has property P in the output structure if it has property Q
in the input structure.

Courcelle (1994); Engelfriet and Hoogeboom (2001)

Scott Nelson (Illinois) Discrete Interpretations... January 13, 2026 11



Transductions

These types of logical interpretations can be used to define

phonological input-output maps (transductions) such as a —
b/c_d.

> Pa(x) a(x) A —3y,zly <x <z Ac(y) Ad(2)]
¢p(x) 2= b(x)V(alx) ATy, zly <x <1z Acly) Ad(z)])
Pe(x) 1= clx)
¢a(X) d(x)

[on (o3 od Pa Op
< < < <
020202020
c b d a b

Strother-Garcia (2019); Chandlee and Jardine (2021); Nelson (2024); Heinz
(Forthcoming)
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Interpretations of representations

Another way that interpretations have been used is to study the

similarity between different types of proposed phonological
representation schemes.

SYL
SON SON
o1 VOI VoI

r=

¢vol(x) d(x) vV n(x) Vv a(x)
bson (%) L n(x) v a(x)

def

bsy1(x) = a(x)

ba(x) & voi(x) A son(x) A —syl(x)

d a n
def < < J
én(x) voi(x) A son(x) A —syl(x) —_— @—>®—>@

ba(x) B voi(x) A son(x) A syl(x)

Strother-Garcia (2019); Oakden (2020); Jardine et al. (2021); Nelson (2022);
Danis (2025); Nelson (2024)
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A Proposal...
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Continuous Feature Signatures

Suppose we adopt a signature for defining phonological
representations that maintains a linear ordering relation, but
replaces the labeling relations with a labeling functions which
give each element a value for a feature between 0 and 1. We
might also want to add a function for comparing real numbered
values as well.

> M=(a,{folveF}<)
> f,:D—Re[0,1]
» <:(R,R) — {TRUE, FALSE}
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An Aside About Discrete Feature Signatures

I am going to assume that the set of available labels are valued
features as it gives us a better understanding of
underspecification in logical approaches.

» {R, |0 € ¥ ={+voi, —voi,+son,...}}

Nelson (2022)

Scott Nelson (Illinois) Discrete Interpretations... January 13, 2026 16



Discrete Interpretations

Since < is in the logical language for the continuous structures,
this can be used for interpretation of discrete structures.

» Given thresholds i and j, we can write logical statements
that interpret a continuous structure as a discrete structure:

> ¢ i =fo(x) <1
> dypi=J < folx)
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Three Predictions

There are various ways to give semantic meaning to the (i, j)
pair, but I'm interested in the three types of patterns which
emerge.

> i=j
» i < j (underspecification)
» j < i (controversial???)

......................
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Three Predictions

There are various ways to give semantic meaning to the (i, j)
pair, but I'm interested in the three types of patterns which
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—f +f
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Empirical Phenomena
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Rounding Harmony in Laal

» Simple rounding harmony in pronominal suffixes.
» “Doubly triggered” rounding harmony in number suffixes.

a. /piru/ [purt]  ‘catch her’
b. /kir-un/ [kartun] ‘place her’

c. /d3g-on/ [dogon] ‘drag her’

d. /dag-nu/ [dogniu] ‘drag us’

e. /bir-u/ [buri] ‘fishhook-pL’
f. /gin-u/  [ginu] ‘net-pL’

g. /s9g-6/  [sogl] ‘tree sp.-PL’
h. /ddn-4/ [d3nd] ‘tree sp.-PL’

Lionnet (2017)
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Rounding Harmony in Laal

» The “doubly triggered” harmony only occurs when the
target is adjacent to a labial consonant and shares the same
backness and height features with the trigger.

» Lionnet proposes that this type of harmony requires a

continuous value of [round] above some threshold in order
to occur.

Lionnet (2017)
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Rounding Harmony in Laal

Suppose a predicate P indicates the triggering condition for
simple harmony and a predicate Q indicates the triggering
condition for the “double triggering” harmony.

» ¢du(x) := (P(x) A round(x) <1i)V (Q(x) Aj < round(x))

» Discrete interpretation: simple harmony targets [-round]
vowels and doubly triggered harmony targets [+round]
vowels.

» The vowels which undergo the latter process should also
undergo the former which is exactly what is the case (pp.
533-534).

Lionnet (2017)
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Rounding Harmony in Laal

A A
, s .
Oround ] < i lround
~ <~
simple double

Lionnet (2017)
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Rendaku Voicing in Japanese

In Japanese, the initial consonant of the second member of a
compound is often voiced upon morphological concatenation.
This process is referred to as rendaku and has long been known
to be an exceptional process.

/kuma + te/ [kumade] ‘rake’ (bear + hand)

/yama+te/  [yamate] ‘mountainside’ (mountain + hand)
/yama+tori/ [yamadori] ‘mountain bird’

/niwa+tori/ [niwatori] ‘chicken’ (garden + bird)

En TP

Recent(ish) overview for generative phonology: Kawahara and Zamma (2016)
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Rendaku Voicing in Japanese

» Rendaku as a morphological juncture feature of noun noun
compounds.

» The voice feature can also be made continuous.

» Corpus study finds that there are some N1 and N2s which
never voice as well as some N1 and N2s which always
voice.

» There is a third set which sometimes voice and sometimes
do not voice when put together.

Rosen (2016); It6 and Mester (1995)
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Rendaku Voicing in Japanese

One interpretation of these data is that the nouns which never
trigger voicing are below some threshold (—f) while those that
always trigger voicing are above some threshold (+f).

if

of i j 1f
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Japanese Rendaku Voicing

Variable behavior arises in compounds where both nouns are in
between the thresholds (underspecified). The variation
therefore becomes externally conditioned rather than internally
conditioned.

P }_yoice(X) := R(x,y) Avoice(x) <iVvoice(y) <i
P D ivoice(X) :=R(x,y) Nj < voice(x) Vj < voice(y)
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Japanese Rendaku Voicing

Ovoice i < ] 1voice
"

never  variation always
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Concluding Thoughts
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Conclusion

» [ have sketched out how continuous feature spaces may be
given a discrete interpretation using model theory.

» It suggests computational analyses of expressivity can be
viewed as operating over equivalence class labels.

» Further issues such as what features should represent and
how are features phonetically interpreted are important and
should be thought of as next steps in the goal of relating
discrete and continuous theories of phonological features.
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THANK YOU!
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